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Abstract In this paper, we construct a microscopic mechanism for the epidemic processes
in heterogeneous populations, which contains two basic assumptions: all edges of the net-
work are broken and reconnected at every time step among the epidemic process; the prob-
ability of randomly chosen two half-edges to make a pair is identical. We define the sto-
chastic epidemic process and get the epidemic distributions numerically according to the
transmission probability λ. Two different phases are observed, which means the onset of
phase transition, and the threshold value is very small. Under the thermodynamic limit, the
process can be approximated by a deterministic dynamical system. About this deterministic
system, we get the analytical threshold value, which is consistent with the numerical results
of the epidemic distributions.

Keywords Stochastic epidemic process · Heterogeneous network · Mass action principle

1 Introduction

Mathematical models of epidemic spreading are important tools in understanding the
spreading dynamics (such as diseases, information, and states). Under the assumption that
all individuals are homogeneous and well-mixed, the deterministic differential equations
about the epidemic dynamics can be built. The effects of many features such as the age and
social structure of the population, the contact pattern among individuals, and the stages of
infection on epidemic evolution can be analyzed (Refs. [1, 2] and references therein).

This approach is called mean-field method in physical society. Some other works are es-
sentially in this framework though they have different names in different literatures [1, 3, 4].
Based on the same assumption, stochastic epidemic models can also be built and analyzed
(Chap. 4 in [5, 6]). In addition to the dynamics of mean epidemics, the outbreak distributions
for susceptible-infected-removed(SIR) model are analyzed in Refs. [7, 8].
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Recently, the theories of complex networks have attracted a lot of interests within the
physics community [9, 10]. With individuals or agents represented by nodes, and the inter-
actions among them mimicked by links, many social, biological, and communication sys-
tems can be properly described by complex networks. It is discovered that many systems
such as the sexual contact network, the World Wide Web, and the airport network show
the property of power-law degree distribution [11–15]. So it is necessary to study epidemic
spreading on networks. Using susceptible-infected-susceptible (SIS) [16] and susceptible-
infected-removed (SIR) models [17, 18], it was shown that epidemic processes on many
scale-free networks with infinite size do not exhibit the threshold phenomenon: computer
viruses can spread and persist even when the probability of transmission is vanishingly
small [16, 17]. In fact, the important role played by heterogeneity in population structure
in determining properties of spreading processes has long appreciated by mathematical epi-
demiologists (see Chap. 11 in Ref. [1], and Ref. [18]).

Whereas models in all these works are built phenomenologically using deterministic dif-
ferential equations. Similar to the homogeneous and well-mixed population case, the need
of the stochastic epidemic modeling in heterogeneous populations is obvious: the spread of
disease is naturally stochastic; one can get more detailed information about the epidemic
process; and the deterministic model is just the limitation of certain stochastic model under
the law of large number.

In this paper, we construct a microscopic mechanism of the epidemic process on net-
works, which contains two basic assumptions: one is that all edges in the network are broken
and reconnected among every step of the epidemic process; another is that the probability of
randomly chosen two half-edges to make a pair is identical, thus the probability of a given
“susceptible” half-edges make pair with a “infectious” half-edge is proportional to the den-
sity of “infectious” half-edges. Based on these assumptions, a stochastic epidemic system
is defined. We get the final epidemic distributions numerically according to different trans-
mission probabilities, and observe two different phases: the single peak distribution which
peaks at 0; the bimodal distributions which have two peaks, one at zero and a second at
apart from zero. This phenomenon is qualitatively similar with which observed in case of
homogeneous populations (Chap. 4 in [6, 8]).

Furthermore, we obtain the dynamics of the mean epidemics analytically from our sto-
chastic system. As the number of individuals tends to infinity, we get limiting deterministic
difference equations which can be used to approximate the original stochastic system. From
this deterministic system, we discover the threshold phenomenon and get the critical value
of the transmission probability λ.

The main body of our work is arranged in Sect. 2: we define the network ensemble and
the probability measure on it, the microscopic mechanism, and the stochastic population
process; get the final epidemic distributions numerically, the evolution equations of mean
epidemics, and the deterministic difference equations. And the conclusions are made in
Sect. 3.

2 The Stochastic Epidemic Process

2.1 The Network Ensemble

Since the individuals are heterogeneous, the classical mean-field practice is somewhat in-
appropriate. Noticing that all edges in the network are homogeneous, we build our model
based on edges instead of on nodes. Here we assume that all edges in the network are bro-
ken into two half-edges at the beginning of every time interval, then these half-edges are
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paired randomly and reconnected again, this process is accomplished immediately and it is
independent of the epidemic process.

Since the edges are reconnected from time to time among the epidemic process, we need
a network ensemble in our model rather than just a static network. Let us characterize the
network ensemble and the probability measure on it first.

Set N to be the number of nodes for every network, and these nodes are ordered accord-
ing to certain rules, i.e., the set of nodes is N = {1,2, . . . ,N}. The edge joining two nodes n1

and n2 is denoted by 〈n1, n2〉 and is assumed to be undirected. Let L = {〈n1, n2〉;n1, n2∈N }
denotes the set of edges, the network is just a graph G = {N , L}. Since the node set of every
network in the ensemble are identical, a network can be represented just by its edge set L.

The most basic topological characterization of a graph G can be obtained in terms of
the degree distribution D(k), k = 1,2, . . . ,K , defined as the probability that a node cho-
sen uniformly at random has degree k, here K denotes the maximum degree of the node
in network. According to their degrees, N nodes can be classified into K subgroups:
{SG(k); k = 1,2, . . . ,K}. Let N(k) be the number of nodes in SG(k), for simplicity we set
the equation D(k) = N(k)

N
. The second restriction we impose on the network ensemble is that

all networks in it have identical degree sequence {N(k); k = 1,2, . . . ,K}.
For given parameters N and D(k), our network ensemble contains all networks that sat-

isfy the above mentioned two restrictions. The probability of every network in the ensemble
is set to be identical.

2.2 The Microscopic Mechanism

In the standard compartment model, individuals are categorized according to their infec-
tion states: susceptible (S), infected (I), or recovered (R). There are two basic models:
susceptible-infected-susceptible (SIS) and susceptible-infected-removed (SIR). In this pa-
per, we study the SIR type epidemics.

The state of an individual node n∈N is one of the following three: “0”, “1”, or “2”, which
are interpreted as “0” = susceptible, “1” = infected, and “2” = removed.

Let X denotes the state space of the system, that is: X = {0,1,2}N . We define a time-
discrete stochastic process η = {ηt ; t = 0,1,2, . . .} which takes value on X, ηt (n) means the
state of node n at time t , n = 1,2, . . . ,N . Its transition probabilities are modeled as follows.

At the beginning of the time interval t , the state of every node is determined. The edges
are broken down and re-paired, whereas this process is accomplished immediately. So the
neighbors of any given node are determined also. According to the SIR type epidemics, if
the state of a node n is “2”, it will never change; if it is “1”, it will change to the state “2”
deterministically at the end of the time interval; if it is “0”, it may change to the state “1”,
the probability is determined by the number of infectious nodes among its neighbors. We
can translate this statement into mathematical languages, i.e.:

ηt (n) = “2”, ηt+1(n) = “2” at probability 1;
ηt (n) = “1”, ηt+1(n) = “2” at probability 1;
ηt (n) = “0”, ηt+1(n) = “1” at probability 1 − (1 − λ)M(t,n).

(2.1)

Here M(t,n) is the number of infectious nodes among the neighbors of node n; the
parameter λ is the probability that a disease transmits through an edge, it can be explained
as follows: suppose there is an edge e = 〈n1, n2〉, node n1 is infectious and node n2 is
susceptible, we define the event “n2 is infected by n1 through e”, then the probability that
this event happens is λ.
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The transmission of disease through every edge is assumed to be independent and identi-
cally distributed. Suppose a susceptible node has M edges connect to infectious neighbors,
it will be infected if there is at least one edge transmits the disease—that is the reason of
probability in the third formula of (2.1).

2.3 The Population Process

In statistical physics, an element in state space X is called a configuration. According to the
transition probability in (2.1), it is easy to see that configurations contain components “0”
and “2” but no “1” are absorbing states. Since the total number of nodes N is set to be finite,
the process η will end at some absorbing states eventually, which means the stationary dis-
tribution of η for any given initial condition is exists. But it is difficult to get it directly. Here
we present an indirect method, i.e., define an approximate process and get the properties of
this process such as the threshold phenomenon and the outbreak distribution.

Through the process of edge breaking and reconnecting, the probability that every “sus-
ceptible” half-edges—which means it is stick to a susceptible node, pairing with an “in-
fectious” half-edge should be considered to be identical. As a result, the probability of the
transition of every susceptible node in subgroup SG(k) should considered to be identical
since all nodes have k half-edges.

Instead of studying the process η directly, we define random functions S
(k)
t , I

(k)
t , and

R
(k)
t based on it, which denote the number of susceptible nodes, the number of infected

nodes, and the number of removed nodes in subgroup SG(k) respectively. Of course we
have S

(k)
t + I

(k)
t + R

(k)
t = N(k). Our purpose is to study the evolutions of the number of

nodes with different states and degrees.
To pursue the transition rules of the process {(S(k)

t , I
(k)
t ,R

(k)
t ); k = 1,2, . . . ,K}, it is im-

portant to count the number of edges connecting nodes with different states. Here we adopt
the mass action principle [1]. Suppose we have {(S(k)

t , I
(k)
t ,R

(k)
t ) = (s(k), i(k), r(k));1≤k≤K}

at time t , there are ks(k) half-edges attached to the s(k) susceptible nodes at subgroup SG(k),
and all these half-edges are assumed to be independent with each other. The probability that
one of these half-edge connected to a infective node is proportional to the density of the

“infectious” half-edges, i.e., we have the parameter u =
∑

ki(k)
∑

kN(k) . Let Lt(s
(k)) be the number

of edges that connect the susceptible nodes in subgroup SG(k) to the infected nodes in the
whole network, by independent, it has binomial distribution:

P (Lt(s
(k)) = l) = Cl

ks(k)u
l(1 − u)ks(k)−l; 1≤l≤ks(k). (2.2)

Now we have {(S(k)
t , I

(k)
t ,R

(k)
t ) = (s(k), i(k), r(k));1≤k≤K}}, and Lt(s

(k)) = l at time t—
which means there are totally l edges may transit disease independently, each one transits
disease with probability λ. Thus we can get the distribution of I

(k)

t+1:

P (I
(k)

t+1 = i ′(k)) = Ci′(k)

l λi′(k)

(1 − λ)l−i′(k); i ′(k)≤l, and i ′(k)≤s(k). (2.3)

And the other two equations are as follows:

R
(k)

t+1 = R
(k)
t + I

(k)
t ; and S

(k)

t+1 = S
(k)
t − I

(k)

t+1. (2.4)

Equations (2.2), (2.3) and (2.4) determine the transition probabilities of the epidemic
process. Plus the initial distributions of {(S(k)

0 , I
(k)

0 ,R
(k)

0 );1≤k≤K}, one can calculate the
trajectory distribution of the process. It is easy to check that the states {I (k)

t = 0;1≤k≤K}
are absorbing states. In order to get some intuitive images of the stationary distribution of
the process, let us present our numerical results first.
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2.4 Numerical Results

Our numerical method is somewhat a combination of the Gillespie algorithm [19] and the
Monte Carlo method.

Firstly, we set total number of individuals N = 5000, the largest degree of the network
K = 100, and a power-law degree distribution D(k) ∝ k−2.1 for the network. According
to this degree distribution, we attach a randomly produced integer to every node as its de-
gree. Thus we get a numerically realized degree distribution, its first order and second order
moments are as follows: 〈k〉 = 2.7604 and 〈k2〉 = 43.1096, which means 〈k〉

〈k2〉 = 0.064.
At initial time, we set just one node with degree 3 to be infectious seed. At time t , as the

values of {(s(k), i(k), r(k));1≤k≤K} is known, the value of u =
∑

ki(k)
∑

kN(k) can be calculated. In

subgroup SG(k), there are ks(k) half-edges attached to suspectable nodes, so we do Bernoulli
experiments ks(k) times with succeed probability u, the number of success l(k) means there
are l(k) edges connect to infectious nodes.

As the l(k) is known, we do Bernoulli experiments l(k) times with succeed probability λ,
the number of success is just the value of I

(k)

t+1. With other two equations in (2.4), we get a

stochastic realization of the values {(S(k)

t+1, I
(k)

t+1,R
(k)

t+1); k = 1,2, . . . ,K} based on the values

of {(S(k)
t , I

(k)
t ,R

(k)
t ); k = 1,2, . . . ,K}.

Repeating these steps until all I
(k)
t = 0, k = 1,2, . . . ,K , we get a trajectory of the

process. Some typical trajectories of R(t) = ∑K

k=1 r(k)(t) are shown in Fig. 1, one trajec-
tory represents a independent realization of the process, here λ = 0.12. One can see clearly
that there are two kinds of trajectories, which means there are two possible outcomes of the
system. In one outcome, a few individuals are infected and the epidemic is ended after one
or two time intervals; in another outcome, a fairly large number of nodes are infected and
time of durations in these trajectories are similar. It is interesting to note that there is no
trajectory lies between these two outcomes.

In order to study the outbreak distribution more clearly, we generate 105 trajectories and
calculate the distribution of the final prevalence R(∞) = ∑K

k=1 r(k)(∞). In Fig. 2, there are
four pictures resulted from different λ. One can see from the first picture that the distribution
has a single peak near zero when λ is very small, which means there is hardly any infection.
It is called the first phase [6]. As λ increasing, there emerges gradually another peak besides
the first one near zero, and the distributions are bimodal. There is hardly any probability
measure between these two modal. Another interesting fact is that the transition from the
single peak distribution to the bimodal distribution happens at a small λ: 0.06≤λc≤0.08,
and the threshold value got from the deterministic density models [1, 17] is 〈k〉

〈k2〉 = 0.064.
In case of homogeneous population, it is well known that the deterministic density system

shows the threshold result of λc = 1. Besides the threshold value, the stochastic modeling in
this case gives more detailed information about the out break scale. In [6], it is shown that
the epidemic distribution is single peaked in the subcritical case, and it is bimodal in the
supercritical case, here the initial seeds are finite. In [7, 8], the epidemic distribution at the
threshold point has been got analytically.

While in heterogeneous population case, the deterministic density models illustrate that

the threshold result is λc
〈k2〉
〈k〉 = 1. As for epidemic distributions, just as mentioned before,

the distributions are qualitatively similar in two cases: single peaked at sub-threshold and
bimodal at super-threshold. But we can not estimate the scales of the epidemic distribution
in our model until now, so we can not make conclusions quantitatively.
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Fig. 1 Typical trajectories of
R(t), here λ = 0.12

Fig. 2 The final epidemic distributions R(∞) according to different λ. To show the figures more intuitively,
we present normal-log scale figures in the inset

2.5 Dynamics of the Mean Epidemics

Now let us investigate the evolution of the expectations of the random variables.
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We have

E(I
(k)

t+1|(S(k′)
t , I

(k′)
t ,R

(k′)
t );1≤k′≤K)

= E(I
(k)

t+1|Lt(s
(k)))E(Lt (s

(k))|(S(k′)
t , I

(k′)
t ,R

(k′)
t );1≤k′≤K). (2.5)

Based on the conditional distributions in (2.2), we have

E(Lt(s
(k))|(S(k′)

t , I
(k′)
t ,R

(k′)
t );1≤k′≤K) =

K∑

k′=1

kk′S(k)
t I

(k′)
t

∑K

j=1 jN(j)
(2.6)

and

E(I
(k)

t+1|Lt(s
(k))) = λLt(s

(k)). (2.7)

Combining (2.6) and (2.7), we have

E(I
(k)

t+1|(S(k′)
t , I

(k′)
t ,R

(k′)
t );1≤k′≤K) = λ

K∑

k′=1

kk′S(k)
t I

(k′)
t

∑K

j=1 jN(j)
. (2.8)

So we have

E(I
(k)

t+1) = E(E(I
(k)

t+1|(S(k′)
t , I

(k′)
t ,R

(k′)
t );1≤k′≤K)) = λ

K∑

k′=1

kk′E(S
(k)
t I

(k′)
t )

∑K

j=1 jN(j)
(2.9)

for k = 1,2, . . . ,K . The other two classes of equations are as follows:

E(R
(k)

t+1) = E(R
(k)
t ) + E(I

(k)
t ), (2.10)

and

E(S
(k)

t+1) = E(S
(k)
t ) − E(I

(k)

t+1). (2.11)

Equations (2.9), (2.10), and (2.11) describe the evolutions of the mean numbers of nodes
with different states. It is widely agreed in physics and chemistry that the expectations can
be used as macroscopic variables. But the existence of the terms E(S

(k)
t I

(k′)
t ) makes the

solvation very difficult.

2.6 Thermodynamic Limit

Now suppose that N→∞, and N(k)→∞; k = 1,2, . . . ,K accordingly so that the degree
distribution D(k) keeps invariant. For sufficiently large {N(k);1≤k≤K}, we can substitute

I
(k)
t , R

(k)
t , and S

(k)
t to I

(k)
t

N(k) , R
(k)
t

N(k) , and S
(k)
t

N(k) and rewrite (2.9), (2.10), and (2.11) as follows:

E

(
I

(k)

t+1

N(k)

)

= λ

K∑

k′=1

kk′N(k′)E(
S

(k)
t I

(k′)
t

N(k)N(k′) )
∑K

j=1 jN(j)
, (2.12)

E

(
R

(k)

t+1

N(k)

)

= E

(
R

(k)
t

N(k)

)

+ E

(
I

(k)
t

N(k)

)

, (2.13)

E

(
S

(k)

t+1

N(k)

)

= E

(
S

(k)
t

N(k)

)

− E

(
I

(k)

t+1

N(k)

)

. (2.14)
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The covariance of I
(k)
t

N(k) and S
(k)
t

N(k) is a higher order infinitesimal of 1
N(k) , so we can approx-

imately set E(
S

(k)
t I

(k′)
t

N(k)N(k′) ) = E(
S

(k)
t

N(k) )E(
I
(k′)
t

N(k′) ). Let i
(k)
t , r

(k)
t , and s

(k)
t be E(

I
(k)
t

N(k) ), E(
R

(k)
t

N(k) ), and

E(
S

(k)
t

N(k) ) respectively, we have macroscopic equations:

i
(k)

t+1 = λks
(k)
t

K∑

k′=1

k′i(k′)
t

∑K

j=1 jN(j)
= λks

(k)
t

K∑

k′=1

k′D(k′)i(k′)
t

〈k〉 , (2.15)

r
(k)

t+1 = r
(k)
t + i

(k)
t , (2.16)

s
(k)

t+1 = s
(k)
t − i

(k)

t+1. (2.17)

Here 〈k〉 =
∑K

j=1 jN(j)

N
is the average of degrees over the network.

Several time-continuous deterministic models with similar forms are built in
Refs. [17, 18, 20]. In those models, the phenomenological equations are constructed directly
without the microscopic mechanism. Furthermore, the physical means of the parameter λ

are different, in our model λ is the probability of the disease transmission through an edge;
while in ordinarily differential equation version it is explained as the rate of transmission.

In epidemiology, one uses the epidemic prevalence, which is the ratio of infected agent
in total population, to measure the intensity of epidemics. In this paper, the epidemic preva-
lence is just

∑K

k=1 D(k)r(k)∞ , and its value depends on λ and the network structure. In the
thermodynamic limit, statistical physicists interest in the onset of the phase transition as
λ increasing and the threshold value if it is really exists. Now let us present the threshold
phenomenon embodied in the deterministic system (2.15–2.17) and its physical explains

It is easy to see that all points with {i(k)
t = 0;1≤k≤K} are fixed points of this system.

Now set initial conditions as i
(k)

0 = ε = o(1), it can be treated as an infinitesimal disturb-
ing at the point {(s(k), i(k), r(k)) = (1,0,0);1≤k≤K}. Among the evolution of the process,
if rt = ∑K

k=1 D(k)r
(k)
t keeps the order o(1), we can always treat the i

(k)
t as an infinitesimal

disturbing. On the contrary, if r∞ reaches a quantity with order O(1), we must say that the
point {(1,0,0);1≤k≤K} is never be a stable steady state—thus happens the phase transi-
tion. Under this means, we can analyze the linear stability of (2.15) at the point and get the
threshold of λ as follows:

λc = 1

�m

or λc�m = 1. (2.18)

Here �m is the largest eigenvalue of the matrix A:

A =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

D(1)

〈k〉 · · · k′D(k′)
〈k〉 · · · KD(K)

〈k〉
2D(1)

〈k〉 · · · 2k′D(k′)
〈k〉 · · · 2KD(K)

〈k〉
...

...
...

...
...

kD(1)

〈k〉 · · · kk′D(k′)
〈k〉 · · · kKD(K)

〈k〉
...

...
...

...
...

KD(1)

〈k〉 · · · Kk′D(k′)
〈k〉 · · · KKD(K)

〈k〉

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

(2.19)

And the linearized system of equation (2.15) at the point {(1,0,0);1≤k≤K} is as follows:

−→
it+1 = λA

−→
it . (2.20)
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Here
−→
it = (i

(1)
t , i

(2)
t , . . . , i

(K)
t )T .

It is not difficult to check that �m = 〈k2〉
〈k〉 is the simple eigenvalue of A and zero is the

K − 1 repeated eigenvalue.

Thus we get the threshold λc = 〈k〉
〈k2〉 (or λc

〈k2〉
〈k〉 = 1). In [16, 17, 20], same threshold value

is get by different method. But we can not explain why the threshold values gotten from
time-discrete model and from time-continuous models are identical. Maybe it is because
that essentially all treatments are doing some linearizing and the differences are wiped out.
Anyway, all works point out that the structure parameter 〈k〉

〈k2〉 of the heterogeneous popula-
tions is a key parameter to the dynamical processes in it, which can not be discovered if one
just approximate the system to be well-mixed and homogeneous.

3 Conclusion

In this paper, we construct a microscopic mechanism of the epidemic process in hetero-
geneous populations. Since the individuals are not equal, we divide them into subgroups
according to their degrees. Our work is based on two basic assumptions: edge repairing and
edge reconnection at random. We consider that these assumptions are essentially the mass
action principal for heterogeneous populations.

Based on the microscopic mechanism, we define the stochastic epidemic process. The
numerical results show that there exist two kinds of phase, and phase transition happens
at very small λ. Furthermore, we get the evolution dynamics of the mean epidemic. In the
thermodynamic limit, the dynamical system of the means can be approximated by a deter-
ministic system. From this deterministic system, we get the threshold λc = 〈k〉

〈k2〉 , which is
consistent with the numerical results.

This work revealed some properties of the outbreak distributions of the epidemic process
in heterogeneous populations. Compared to the results gotten in homogeneous case, prop-
erties of stochastic models for heterogeneous case need to be revealed in detail by some
analytical method. This would be the next task.
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